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In this work we shall consider a notion of complexity of formal languages L that
is inspired by the concept of entropy from dynamical systems. More precisely,
we shall define the topological entropy of L to be the exponential growth-rate
of the restrictions of the Nerode congruence relation of L to words of length
at most n. We shall show that the topological entropy of regular languages is
always zero, but that there are also non-regular languages with vanishing en-
tropy, for example Dyck-languages. Furthermore, we shall establish a way of
how to compute the entropy of a formal language that is given by a topological
automaton accepting it. Finally, we shall point out that the topological entropy
of a formal language can be seen as the entropic dimension of a suitable pre-
compact pseudo-metric space.

1 Introduction

A variety of notions has been developed to assess different aspects of complexity of formal
languages. Most of these notions have been devised with an understanding of complexity
in mind that comes with classical complexity theory, and thus these notions are formu-
lated as decision problems. Examples for this are the word problem and the equivalence
problem for formal languages, and the complexity of the formal languages is measured
by the complexity class for which these problems are complete. Other notions quantify
complexity by other means. Examples are the state complexity [18] of a regular language,
which gives the complexity of the language as the number of states in its minimal automa-
ton, or the syntactic complexity of a regular language, which instead considers the size of
corresponding syntactic semigroup [10].

The core idea of the present article is to expand the methods of measuring a formal lan-
guage’s complexity by a topological approach in terms of topological entropy, which proved
tremendously useful to dynamical systems. Topological entropy was introduced by Adler
et al. [1] for single homeomorphisms (or continuous transformations) on a compact Haus-
dorff space. The literature provides several essentially different extensions of this concept
for continuous group and semigroup actions. Among others, there is an approach towards
topological entropy for continuous actions of finitely generated (pseudo-)groups due to
Ghys et al. [13] (see also [3, 5, 7, 16]), which has also been investigated for continuous
semigroup actions in [4, 6, 14].
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By a dynamical system we mean a continuous semigroup action on a compact Hausdorff
topological space. Topological entropy measures the ability of an observer to distinguish
between points of the dynamical system just by recognizing transitions at equal time inter-
vals, i.e., with respect to a fixed generating system of transformations, starting from the
initial state. Since the above notion of dynamical system may very well be regarded as
the topological counterpart of a finite automaton, it seems natural to utilize the dynamical
approach for applications to automata theory.

To view a formal language L over an alphabet ¥ as some kind of dynamical system we
take inspiration from the characterization of regular languages as languages whose Myhill-
Nerode congruence relation ©(L) has finite index. Recall that for 1, v € X we have

(,v) €O(L) <= Yw e X": (uw e L < vw e L).

The relation ®(L) can be seen as some way of measuring the complexity of L: if L is regular,
the number of equivalence classes is finite and equals the number of states in the minimal
automaton of L. This is the idea behind the notion of state complexity.

However, if L is not regular, ©(L) does not have finite index, and asking for the state
complexity of L is not a reasonable undertaking. The notion of topological entropy that we
shall introduce in this paper tries to overcome this issue in the following way. Instead
of considering the relation ®(L) alone, we shall also take into account how ©(L) arises
as a limit of a sequences of certain equivalence relations ®(X("), L). The behavior of this
sequence (@(X(", L) | n € IN) then gives rise to our notion of topological complexity of L.

It is the purpose of the this paper to present a first investigation of the notion of topologi-
cal entropy of formal languages. We shall show that all regular languages have vanishing
topological entropy, but that there are also non-regular languages whose topological en-
tropy is zero, most notably Dyck languages [2]. We shall also give examples of context-free
languages with non-vanishing entropy. Furthermore, we shall discuss how the topologi-
cal entropy of a formal language can be computed if the language itself is represented by
means of a topological automaton [15].

This paper is structured as follows. We shall first introduce and investigate the topolog-
ical entropy of formal languages in Section 2. In Section 3 we shall have a closer look
into the connection of topological entropy of formal languages and topological complexity
of semigroup actions on compact Hausdorff spaces. In particular we shall show how the
topological entropy of a language can be obtained if the language is given by a topological
automaton accepting it. Finally, Section 4 shall show that the topological entropy coincides
with the entropic dimension of a suitable precompact pseudo-ultrametric space.

2 Topological entropy of formal languages

In this section we shall introduce our new notion of topological entropy of formal lan-
guages. As already sketched in the introduction, this notion is inspired by the characteri-
zation of regular languages as those languages whose Nerode congruence has finite index.
To make our argumentation easier to follow, we shall thus first recall this famous result.



Thereafter, we shall introduce and investigate our notion of topological entropy. In par-
ticular, we shall show that all regular languages have entropy zero, but that there are also
non-regular languages with vanishing entropy. This latter discussion shall be embedded
in a more general observation about languages defined via groups with sub-exponential
growth. Finally, we shall discuss some more examples of languages and determine their
entropy.

Let us recall some basic notation. Let © be an equivalence relation onaset Y. Fory € Y
we put [yle == {x € Y | (x,y) € ©}. ThenY/O := {[yle | v € Y }. Furthermore,
the index of ® on Y is defined as ind(®) := |Y/©|. For a mapping f: X — Y we set
FHO) = {(s,t) € Xx X | (f(x),f(y)) € O}. Clearly, f~1(®) then constitutes an
equivalence relation on X.

Now let X be an alphabet, i.e., a finite and non-empty set. The Nerode congruence of a
language L C X* is the equivalence relation

O(L) :={(u,v) e x X" |Vwe X*:uw € L & vw € L}.

Recall that L is regular if and only if it is accepted by an automaton. The following charac-
terization of regular languages in terms of the Nerode congruence relation is well-known.

Theorem 2.1 (Myhill-Nerode) Let X be a finite alphabet. A language L C X* is reqular if and
only if ©(L) has finite index.

For regular languages L the number of equivalence classes of the Nerode congruence re-
lation can thus be considered as a measure of complexity of the L. However, if L is not
regular this measure is not available anymore. We shall remedy this by not considering
the number of equivalence classes of @(L), but by considering the growth of the number
of equivalence classes of a particular approximation of ©(L). Based on this growth we
introduce our notion of topological entropy of L.

Definition 2.2 Let X be an alphabet. For F C ¥* finite and L C X* define

O(F, L) ={(u,v) e L xX*|Vwe F:uw e L < vw e L}. A

Now, the equivalence relations @(F, L) constitute an approximation of ®(L) in the sense
that
O(L) =({O(F,L) | F C £* finite }. (1)

Furthermore, it can be seen quite easily that ©(F, L) always has finite index. The mapping
Op: 2*/O(F,L) — {0,1}F given by

1 fuwel,
0 otherwise

O 1 ([Uorr)) (w) = {

is a well-defined injection. Because of this we have ind ®(F,L) < 2IFl and thus O(F,L)
has finite index. Thus the following definition is reasonable.



Definition 2.3 Let X be an alphabet, and denote with F (L*) the set of finite subsets of ©*. Define
v: F(X*) x P(X*) = N, (F,L) — ind ©(F, L).

Given L C X*, we call
yo: F(X*) = N, F— «(F,L)

the topological complexity function of L. The topological entropy of a language L C X* is
defined to be

logz ')’L(Z(H))

h(L) == limsup —=———-=,
n—o0 n
where £ is the set of all words over ¥ of length at most n. A

Next we want to collect some obvious but useful properties of topological complexity func-
tions.

Proposition 2.4 Let X be a finite alphabet, let E, F C X* be finite, and let L, Lo, L1 C X*. Then

(a) v(F,@) =(F,X*) =1, and thus h(®) = h(X*) = 0.
(b) v(EUFE,L) < y(E,L)-v(F,L). IfFE C F, then v(E,L) < y(E, L).
(c) v(F,L) = y(F,2*\ L), and hence h(L) = h(X* \ L).

(d) 'y(F Lyu Ll) < (F,Ly) - v(F, Ly), and thus h(Lo U Lq)
(6) ’)’(P LO N Ll) < ’)/(F, LO) . ’)/(P, Ll), and thus h(Lo N L])

(L1)-
(L1)-

Proof Clearly ©(F,®) = ©(F,X*) = £* x £* and hence (F,®) = v(F,%*) = 1. Secondly,
because of ©(EUF,L) = O(E,L) N O(F,L) we obtain y(EUF,L) < y(E,L)-v(F,L). In
particular, if E C F, then ©(F,L) C ©O(E,L) and hence y(E,L) < 'y(F L). Moreover,
O(F, L) = O(F,x*\ L) and therefore y(F,L) = (F,%* \ L). Finally, it is easy to check that
O(F,Lo) NO(F,Ly) C O(F, LoULy). Consequently, y(F, Lo U Ly) < 7(F,Ly) - y(F,Ly).

Utilizing the previous observations, we can furthermore conclude that

h(Lo) +
h(Lo) +

< h
< h(L

@(F, L()) N @(F, L1)

O(F,x*\ Lo) NO(F, =%\ Ly)
(F, (Z*\ Lo) U (£"\ L1))
(
(

N

F, 2"\ (LoNLy))
F,LoNLy)

C)
C)
C)

and therefore y(F, Lo N Ly) < y(F, Lo) - v(F, Ly). O

As a consequence of this proposition we immediately obtain the result that the class of lan-
guages with zero entropy and the class of languages with finite entropy are closed under
Boolean operations. Since it can be seen easily that finite languages have zero entropy we
immediately obtain that all regular languages must have zero entropy as well.

The following result gives a precise formulation of this fact, and provides an alternative
proof for the claim.

Theorem 2.5 Let X be an alphabet and L C X*. The following are equivalent:



(a) L is reqular,
(b) <L is bounded, and
(c) there exists some finite subset F C X* such that ©(F,L) = ©(L).

Proof (a) = (b). Due to 2.1, ©(L) has finite index. Note that ©(L) C O(F, L) and hence
vL(F ind ©(L) for all F C ¥* finite. Thus, 7y, is bounded.

) <
(b) = (c). Suppose that 7| is bounded. Then there exists some finite Fy C X* such that
vL(Fo) = sup{yL(F) | F C X* finite }. We shall show that ®(Fy, L) = ©(L). Of course,
( ) C @(Fo, L). Let (u,v) € (X* x £*) \ ©(L). By (1) there exists some finite F; C X* such
that (1,v) ¢ ©(F;,L). Obviously, Fy U F; C X* is finite and ®(Fy U F;, L) C ©(Fy, L). By
assumption, YL(FoUF) < q1(F). Consequently, ®(Fy U F;,L) = O(F, L) and therefore
(1,0) € (&* x 2\ O(F,L) C (&* x2)\ OB UF,L) = (X* x £*) \ O(F, L). This
substantiates that ©(Fy, L) = O(L).

(¢c) = (a). By assumption ©(L) = O(F, L), and since O(F, L) has finite index, @(L) has
finite index as well. Hence, L is regular due to 2.1. O

Corollary 2.6 Let X be an alphabet. If L C X* is regular, then h(L) =

The converse of this corollary does not hold, i.e., there are non-regular languages with
vanishing topological entropy. To see this we shall show that Dyck languages always have
zero entropy (c.f. 2.12). We shall put the corresponding argumentation in a more general
framework, by estimating the entropy of languages defined by groups. For this purpose,
we recall the concept of growth in groups. Consider a finitely generated group G. Let S be
a finite symmetric generating subset of G containing the neutral element. The exponential
growth rate of G with respect to S is defined to be

egr(G,S) = limsup

n—oo

log, E
—

Note that this quantity is finite as |S"| < |S|" for every n € IN. Furthermore,

1 s"
egr(G,S) = lim log, [5"]

n—00 n

due to a well-known result by Fekete [12]. Of course, the precise value of the exponential
growth rate depends upon the particular choice of a generating set.

However, if T is another finite symmetric generating subset of G containing the neutral
element, then

1

P -egr(G,T) <egr(G,S) <I-egr(G,T)

where k := inf{m € N\ {0} | T C $™} and | := inf{m € IN\ {0} | S C T™}. This justifies
the following definition: G is said to have sub-exponential growth if egr(G,S) = 0 for some
(and thus any) symmetric generating set S of G containing the neutral element. The class of
finitely generated groups with sub-exponential growth encompasses all finitely generated
abelian groups. In fact, if G is abelian, then

nc {Hsa(s)

seS

fx;s%{o,...,n}}

and thus |S"| < (14 1)I%l for all n € IN. Now let us return to formal languages.



Theorem 2.7 Let X. be an alphabet. Let G be a group, ¢ : £* — G a homomorphism, H C G, and
E C G finite. Define
Py(H) := {w € X* | Yu prefix of w: ¢(u) € H},
Ly(H,E) :== Py(H) N ¢~ '(E).
Then «y(F,Ly(H,E)) < |E| - |@(F)| + 1 for all finite F C X*. In particular,

(n)
W(Ly(H, E)) < lim sup ‘€21 2=)]

n—c0 n

< log, [X[.

Furthermore, if S is a finite symmetric generating subset of G containing the neutral element and
k:=inf{m € N\ {0} | () C S™}, then

h(Ly(H,E)) <k-egr(G,S).

Proof We abbreviate P := P,(H) and L := L,(H, E). Consider a finite subset F C L*. Then
Q := E¢@(F) ! is a finite subset of G. Fix any object oo ¢ Q and define Q« := Q U {co}. Let
us consider the map ¢: £* — Q. given by

P(u) = {q)(u) ifu P,m ? Q) (uex*).
00 otherwise

We show keryp C O(F, L). To this end, let (1, v) € ker . We proceed by case analysis.

First case: (1) = (v) # co. Now, u,v € PN ¢~ 1(Q) and ¢(u) = p(u) = p(v) = ¢(v).
Let w € F and suppose that uw € L. We show vw € L. We observe that

p(vw) = ¢(v)p(w) = ¢(u)p(w) = p(uw) € E,

ie, vw € ¢ 1(E). In order to prove that vw € P, let x be a prefix of vw. If x is a prefix
of v, then ¢(x) € H as v € P. Otherwise, there exists a prefix y of w such that x = vy,
and so we conclude that ¢(x) = @(vy) = ¢(v)p(y) = ¢(u)@(y) = ¢(uy) € H, because
uw € P and uy is a prefix of uw. Hence, vw € L. On account of symmetry, it follows that
(u,v) € O(F,L).

Second case: (u) = P(v) = co. Let x € {u, v}. If x ¢ ¢~1(Q), then we conclude that
p(xw) = ¢(x)p(w) ¢ E and thus xw ¢ L forany w € F. If x ¢ P, then xw ¢ P and hence
xw ¢ L for any w € F. This proves that {uw, vw} NL = @ for all w € F. Consequently,
(u,v) € O(F,L).

This substantiates that ker p C @(F, L). Therefore

v(F,L) =indO(F,L) < ind(kery) < |Qw| < |Q| +1 < |E| - |@(F)| + 1.
In particular, it follows that

log, v.(Z™) log, (|E| - [@(Z™)[ + 1)

h(L) = limsup < limsup
n—00 n n—o0 n
1 =) 1 s
n—00 n n—oo



Finally, suppose S to be a finite symmetric generating subset of G containing the neutral
element. Since X is finite, M := {m € IN'\ {0} | ¢(X) C S™} is not empty. Let k := inf M.
Our considerations above now readily imply that

log,[S"|

1 ¥.(m)
h(Ly(S,E)) < limsup log,|@(E™)] < k-limsup —==— =k -egr(G,S). O

n—soo n n—soo n

For groups whose growth is sub-exponential the previous theorem yields that the corre-
sponding languages L, (S, E) have zero entropy.

Corollary 2.8 Let X be an alphabet, let G be a group with sub-exponential growth, and ¢: ¥* — G
a homomorphism. Then for each S C G and finite E C G, it is true that h(Ly(S,E)) = 0.

We immediately obtain the following statement.

Corollary 2.9 Let X be an alphabet, let G be a finitely generated abelian group, and ¢: X* — G a
homomorphism. Then for each S C G and finite E C G, it is true that h(L,(S,E)) = 0.

The following corollaries are immediate consequences of Theorem 2.7 for S = G.

Corollary 2.10 Let X be a finite alphabet and L C X*. Let G be a group, ¢: 2* — G a homo-
morphism and E C G finite such that L = ¢~ 1(E). Then v(F,L) < |E| - |@(F)| + 1 for all finite
F C X*. In particular,

(n)
h(L) < limsup —log2 [pE)]

<log, |Z|.

n—oo n =08 ‘ ’
Corollary 2.11 Let X be a finite alphabet, L C ¥*. Let G be an abelian group, ¢: ~* — G a
homomorphism and E C G finite such that L = ¢~ '(E). Then h(L) = 0.

With the previous results in place, we are now able to argue that Dyck languages have fi-
nite entropy. Recall that the Dyck language with k sorts of parentheses consists of all balanced
strings over { (1,)1,--., (k )x }- Alternatively, we can view the Dyck language with k sorts
of parentheses as the set of all strings that can be reduced to the empty word by succes-
sively eliminating matching pairs of parentheses.

We can formalize this as follows. Let ¥, X be two alphabets, A :== X U Y andletx: X — X
be a bijection. Consider the the free group F(X) with generator set %, and denote with
@: A* — X the unique homomorphism satisfying ¢(a) = a and ¢(x(a)) = a~! for all
a € X. Define

D(x) = {w € A" | p(w) = e A (Vu prefixof w : |[w|, > [wy(s)) }-

FX={(1,.... 1, Z={)1,.-., )k}, and x((;) = );, then the set D(«) coincides with the
Dyck language with k sorts of parentheses.



Theorem 2.12 Let k: ¥ — X be a bijection between finite sets. Then
log,|Z| < h(D(x)) < egr(E(Z), S)
for S := XL ULt U {e}, where e denotes the neutral element of F(X).

Proof We first show ind ®(Z("), L) > |X"|, since this implies log, |X| < h(D(x)). For this let
u,v € ", u # v. Define x(u) := x(u,) ...x(u1), where u = uy ...up,. Thenu-x(u) € L,
butv-x(u) ¢ L. Thus (u,0) ¢ ®(X, L) and therefore ind ®(X("), L) > |Z"| as required.
For the second inequality let us consider the unique homomorphism ¢: F(X) — Z* satis-
tying

0 otherwise

P(b)(a) = {1 ifa="b (a,b eX).

We observe D (k) = Ly(p~!(IN*), {e}), where the mapping ¢ is as above. Hence, we have
h(D(x)) < egr(F(X),S) by 2.9. O

The reason that Dyck languages with more than one type of parentheses have non-zero
positive entropy is cause by the requirement that in a word w the different types of paren-
theses need to mutually balanced, i.e., ¢(w) = e. In other words, if we replace this require-
ment by the weaker condition that each opening parenthesis has to be closed eventually,
then we obtain a class of languages with zero entropy.

Theorem 2.13 Let k: ¥ — X be a bijection between finite sets, let A .= ¥.UY, and consider the
language

D'(x):={we A" |VaeX: (Jw|, = W) A (Yu prefix of w: [wla > [w|i(a)) }-
Then h(D'(x)) = 0.
Proof Let us consider the homomorphism ¢: A* — Z* given by
p(w)(a) = [wlo = [wlx@  (weA", ack).

We observe that D (k) = Ly (IN*,{0}), wherefore h(D(x)) = 0by 2.9. O

Note that for |[X| = 1 we have D(x) = D’(x) = 0, and thus we obtain an example of a lan-
guage with zero entropy that is not regular. Other non-regular languages with vanishing
entropy are discussed in the following examples.

Example 2.14 Let X be an alphabet.

(@) Letm € Nand a,b € £,a # b. ThenL = {w € ¥* | |w|, = |w|, + m} is not
regular. However, h(L) = 0 by Corollary 2.11. To see this, note that the mapping
¢: L = Z, w— |w|, — |wl|, constitutes a homomorphism where L = ¢~ 1({m}).



(b) Suppose that ¥ = {a,b,c}. Then L := {a"b"c" | n € N} is not context-free, but
h(L) = 0. To see this we show that ® = @(Z("), L) has the equivalence classes

k

C o, kSTl/Z

[c"]
b'cMo, 1<t<k2k—(<n 2
[a'V'cMle, 1<l<kk—t<n
]

o

From this it follows that ind ®(X("), L) € O(n?), and thus h(L) = 0.

To see that the sets in (2) are indeed all equivalence classes of @(X(), L), let w € ©*
such that w is not an element of the first three types of classes in (2). We need to show
that then w € [b]g(xm) ). We do this by showing that there is no u € ¥ (" such that
uw € L.

Assume by contradiction that such a word u exists. Then u must be of one of the
following forms

u=davket, 2k+0<n0<t<k
u=dabt, k+0<n0<0<k,

u=a', 0<fl<n

If u = abkc!, 2k+0 < n,0 < ¢ < k, thenw = &, k— ¢ < n/2, and therefore
w e [ck_g]@(z(n),L), a contradiction. If u = akb’, k + ¢ < n,0 < ¢ < k, then w = bF—{ck,
andk—¢ > 0,2k—(k—/¢) < n, thusw € [bk%ck]@(z(m’m, again a contradiction.
If u = a’, then w = a*~‘b*ck, and k — (k—¢) < n,sow € [agbkck](a(zm,m, another

contradiction.
Thus, our assumption that u exists is false. The same is true for the word b, and thus
w € [blg(xm 1) as required. &

The following example shows that there are natural examples of “simple” languages whose
entropy is not zero, but still finite.

Example 2.15 Suppose |Z| > 2. Then the palindrome language
L= {wuw® | w € £*}

is not regular, but context-free, and h(L) € (0, o0).

To see h(L) > 0, observe that for each n € N and all u,v € X", if (u,v) € @(Z(”), L), then
u = v. This is because of voR € L, we also have uv® € L, and hence u = v. Thus

[UoEm,) # [lewm,y (u#0)
Thus ind @(Z(, L) > |£"| = |Z|", and we obtain

log,|Z|"
h(L) = limsup %

n—oo

=log,|Z| > 0.



To see h(L) < oo we shall consider the relation ©* defined by
(u,0) € O <= (1,0) € O™, L)and (Ju| <n < |v| <n).
Then ind @(Z(”), L) < ind ®*. We shall show
log, (ind ©*)

n—oco n

There are at most |Z(")| many equivalence classes [u]g- for u € ¥*, |u| < n. To count the
number of equivalence classes for |u| > n we define

Co(u):={ay...a; |1 <i<na,...,q; €L, u=ay...au’,u’ €L}.
Then for u,v € £* \ 2(") we have
(u,v) € @ <= (u,v) € O, L) < L,(u) = £,(v). (3)

The first equivalence is clear. To see the second equivalence let (u,v) € @(Z(”), L), and let
ay...a; € £,(u). By definition of ¢, (u) it is then true that

u(a1 .. .ai)R € L.

Because (1,v) € (X, L) we therefore obtain

i.e., v is of the form v = a;...a4;v for some v € L. This yields ay...a; € ¢,(v). By
symmetry we obtain ¢, (1) = ¢, (v) as required.

Conversely, assume ¢, (1) = £, (v ) and let w E >.(") be such that uw € L. Because |u| > 1,
there exists 1’ € L with uw = wRu'w. Then w® € ¢,(u) = ¢,(v), and therefore v = wRU’
for some v’ € L. But then vw € L. By symmetry vw € L = uw € L for eachw € (",
and therefore (u,v) € ®(X", L), as required.

Using the characterization from Equation (3) we have

‘z \ = o] =

{0 (u ) Juex\x }|

Now every set ¢, (1) with u = uj ... uy, k > n, can be represented by the prefix u; ... u, of
u of length n together with a tuple t € { 0,1 }" defined by

ti=1 <— ul...uieﬁn(u).

Therefore,

A

[{a(u) | € £ \EM Y| < |27 - 2",

10



This yields

(n) *\ v (1)
ind@" = =" |+ [FVE" | < 1m0+ 22,
and thus | .
lim sup % =log,(2|X|) < co. &
n—00

It is not hard to see that the entropy of a formal language can very well be infinite. This is
illustrated by the following example

Example 2.16 Let |[Z| > 2, and choose mappings ¢,,: £2° — PB(X") for each n € N such
that |im(¢@,)| = |Z|*" = 22". Then define a language L. C ©* by

LAXH — {{”U|u€zznﬂ]€ ¢on(u)} ifm=2"+nforsomen € N,

otherwise.

Then 22" < 4;(n), i.e.,

2% <ind®(Z",L). 4)
To see this we shall show that each word ¢, (u) defines its own equivalence class, i.e., for
words ug, u; € ¥ with @,(uo) # @u(u1) we have (ug,u1) ¢ (X", L). This is because
if @, (uo) # @n(11) we can assume without loss of generality that there exists some word
v € @n(ug) \ @u(u1). By definition of L we then have uyv € L, but since |u1v| = 2" + n and
v & ¢n(u1) we also get u1v ¢ L. Thus (uo, u1) ¢ O(X", L).

But then (4) implies

1
lim sup 08 YL (1) >
n—00 n

and thus h(L) = co. &

3 Entropy of semigroup actions and topological automata

Regular languages are exactly those accepted by finite automata. For some non-regular
languages, there exist similar characterizations in terms of finite state machines, e.g., push-
down automata, linearly bounded Turing machines, and Turing machines. However, there
is a different approach in terms of topological automata [15], which in contrast to finite au-
tomata have an infinite state set which itself is equipped with a compact Hausdorff topol-
ogy. In this case, every language L is accepted by a topological automaton, and one can ask
whether the topological entropy of L can be expressed in terms of a topological automaton
accepting it. In this section we shall show that this question has a positive answer.

The concept of topological automata arises from the observation that the transition func-
tion of a finite automata is a monoid action on the set =* of all words over X. Recall that an
action of a monoid S on a set X is a mapping a: X x S — X such that

a(x,es) = x,
a(x,st) = a(a(x,s),t)

11



forallx € X,s,t € S.

Recall that a (deterministic) automaton over an alphabet X is a tuple A = (Q,X%,4,qo, F)
consisting of a finite set Q of states, a transition function §: Q x 2 — Q, aset F C Q of final
states, and an initial state go € Q. The transition function is usually extended to the set of
all words over X by virtue of

6*(q,€) =g,
6*(q,wa) = 5(6(q,w),a)

forge Q,a € X, and w € X*. Itis not difficult to see that in this case ¢ is a monoid action
of X* on Q. The language accepted by A is then

L(A):={weX"|§(q,w) € F}.

We can extend the notion of deterministic finite automata to an infinite state set as fol-
lows [15].

Definition 3.1 A topological automaton over an alphabet X is a tuple A = (X, %, «, xo, F)
consisting of

a compact Hausdorff space X, called the set of states of A

a continuous action « of £* on X, called the transition function of A,

a point xog € X, called the initial state of A, and
a clopen subset F C X, called the set of final states of A.

We say that A is trim if a(xo, £*) is dense in X. The language recognized by A is defined as
L(A)={we X" |a(xo,w) € F}.

Let B = (Y, %, B,yo, G) be another topological automaton. We shall say that A and B are isomor-
phic, and write A = B, if there exists a homeomorphism ¢: X — Y such that

p(a(x,0)) = Blo(x),0)
forallx € X,0 € %, ¢(x0) = yo, and ¢(F) = G. A

Evidently, isomorphic automata accept the same language.

Observe that every automaton accepting L can be turned into an automaton that is trim: if
A = (X,%,a, x, F) is a topological automaton accepting L, then replacing X with a(xg, £*)
and F with F Na(xp, £*) always yields a trim automaton accepting the same language L.

As already stated, and in contrast to regular languages, every formal language L C X* is
accepted by a topological automaton, cf. [15, Proposition 2.1].

Proposition 3.2 Let L C ¥* and x1 the characteristic function of L. Equip X = {0,1}*" with
the product topology, and define the mapping 6: X x £¥* — X by

6(f,u)(v) = f(uv).

Then L is accepted by the topological automaton (X,%,6, x, T) for T:={f € X | f(e) =1}.

12



With the notation of 3.2, we define the minimal automaton of L to be

AL - (X (Z*)/Z/5/XL/ TL)/

where x(Z*) is the closure of x1(2*) in {0,1}*, and Ty = T N xr(X*). Clearly, A; is
trim. Indeed we have the following fact, cf. [15, Theorem 2.2].

Proposition 3.3 Let L C ¥, and let A = (X, X, x0,6, F) be a topological automaton accepting
L. Then A = Ay if and only if for every automaton B = (Y, %, yo, A, G) accepting L there exists a
uniquely determined surjective continuous function

p:Y = X
satisfying ¢(A(y, @) = 6(¢(y), o), ¢(yo) = xo, and F = ¢~ (G).

Since Aj = A, this proposition immediately yields that the minimal automaton is indeed
minimal in the above sense. Moreover, in the case that L is regular, A; is finite and is the
usual minimal automaton of regular languages.

Example 3.4 Let X be a finite alphabet and let a,b € X, a # b. We consider the Alexan-
droff compactification Z« of the discrete space of integers Z, that is the set Zo, = Z U {oo}
equipped with the topology

{MCZU{o} |00 € M= Z\ M is finite}.

We define an action « of £* on Zs by setting a(m,a) = m+1, a(m,b) = m —1 and
a(m,c) =mforallm € Ze and ¢ € X\ {a,b}. Then a constitutes a continuous action of X*
on Z, and for each n € N the topological automaton A = (Z, %, «,0,{n}) accepts the
language L = {w € * | |w|, = |w|, + n}. &

We now shall express the topological complexity of the language L accepted by a topologi-
cal automaton A = (Q, %, a, xo, F) by the topological entropy of the continuous action « of *
on Q[1, 8, 17]. To this end, we shall first fix some useful notation and recall some important
definitions about continuous actions on compact Hausdorff spaces.

Let X again be a compact Hausdorff space. We shall denote by C(X) the set of all finite open
covers of X. If f: X — X is continuous and U € C(X), then f~1(U) := {f~1(U) | U € U}
is a finite open cover of X as well. Given U,V € C(X), we say that V refines U and write
U=xVvit

vweviduel: VClU,

and we say that ¢/ and V are refinement-equivalent and writed = Vif Y < Vand V < U.
Furthermore, if ({; | i € I) is a finite family of finite open covers of X, then

Vi ={U| Uit € [Tt }-

iel iel iel
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is a finite open cover of X as well. For U/ € C(X) let
NU) =mf{ V|| VCUX=]V}

In preparation for some later considerations, let us recall the following basic observations.

Remark 3.5 ([1]) Let X be a compact Hausdorff space, U,V € C(X), I be a finite set,
(U ier, Vi)ier € C(X)!, and f: X — X be a continuous map. Then the following state-
ments hold:

1) U=V = NU) <N(V),

Q) U=V = YU =LY,

(3) (ViE I: Ul‘jvl') — \/ieluij\/,-elvi. O

Now we come to dynamical systems, i.e., continuous semigroup actions. Let S be a semi-
group and consider a continuous action a: X x S — X of S on X, that is, « is supposed to
be an action of S on X where a;: X — X, as(x) = a(x,s) is continuous for every s € S. For
U € C(X) we write

sTHU) = a7 N (U).

For every finite F C Sand U € C(X) let
(F:U)o:=N(\/s(U)).

seF

Assume F to be a finite generating subset of S. If U/ is a finite open cover of X, then we
define

p(e B, U) = limsup -082F" 1 W)a

n—c0 n

Furthermore, the topological entropy of a with respect to F is defined to be the quantity
n(a, F) :=sup{n(a, F,U) | U € C(X)}.

Of course, the precise value of this quantity depends on the choice of a finite generating
system. However, we observe the following fact.

Proposition 3.6 Let S be a semigroup and let « be a continuous action of S on some compact
Hausdorff space X. Suppose E, F C S to be finite subsets generating S. Then

y(a,F) < n@E) < n-q(a ),

where m := inf{k € N | F C E¥} and n := inf{k € N | E C FF}.
Proof LetU € C(X). Evidently, (EX : U) < (F¥ : U) for all k € N, whence

k. kn .
n(a, B 1) = timsup 282E W oo 108 (P : U
kn . k.
B nlimsupM < ”hmsupw =n-1n(a, F,U)
k—o0 kn k00 k

14



Thus, 1(a, E,U)
follows that 7 («,

This shows that #(«, E) < nn(a, F). Due to symmetry, it

<n U).
F ,E) as well. O

( FuU
) < m-n(a

We shall now show that the entropy of a formal language is bounded from above by the
entropy of any topological automaton accepting it. In the case that the automaton is trim,
these two notions even coincide.

Theorem 3.7 Suppose A = (X, X, a, xo, F) to be a topological automaton. Consider S := X U {e}
and U := {F, X \ F}. Then h(L(A)) < n(a,S,U). If A'is trim, then h(L(A)) = n(«, S, U).

We prove this theorem with the following three auxiliary statements.

Lemma 3.8 Let A = (X, %, «, xo, F) be a topological automaton. Let : X* — X, w — a(x, w)
and U := {F, X \ F}. Consider a finite subset E C ¥.* as well as the equivalence relation

Ap:={(x,y) |Vw € E: a(x,w) € F <= a(y,w) € F}.

Then the following statements hold:

(1) X/Ap = (Vwepw™ ' (U)) \ {D}.
(2) O(E,L(A)) = (® x &)~ (Ap).
(3) If Ais trim, then ®(X*) NV # @ for every V. € X/ Ag.

Proof (1): We observe that V := (V,cpw 1(U)) \ {@} constitutes a finite partition of X
into clopen subsets. For any V € V and x € V, we observe that

Xla, ={y €Y |VweE: a(x,w) € F<a(y,w) € F}
—{yeY|VwecE:xcw (F) & ycw (F)}
={yeY|VwecEVUeclU  xcw (U) &ycw (U)}
={yeY|VWWeV:xeWsyecW}
={yeYlyeVv}
=V

We conclude that X/Ag =V
(2): Let L := L(.A). For any two words u,v € ¥*, it follows that

(u,v) e O(E,L) <= Vwe Etuwe L vw e L
< VYw € E: a(xp,uw) € F < a(xy,vw) € F
<= VYw € E: a(a(xo,u),w) € F < a(a(xp,v),w) € F
< VYw € E: a(P(u),w) € F < a(P(v),w) € F
— (P(u),®(v)) € Ag.

Thatis, ©(E, L) = (& x ®) 1(Af).

(3): By (1), the set X/ Af is a collection of open, non-empty subsets of X. If A is trim, then
®(X*) is dense in X, and thus ®(X*) NV # @ for every V € X/ Af. O
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Lemma 3.9 Let f: X — Y be a mapping and let © be an equivalence relation on Y. Then
ind(f1(@®)) <ind(®). If f(X)NV # D forall V € Y/O, then ind(f 1(©)) = ind(O).

Proof The mapping
Y: X/f1(®) = Y/0: [x]f1e) — [f(¥)]o
is well-defined and injective, since

(1] p110) = [¥2) 1) == (x1,%2) € f71(O©)
= (f(x1),f(x2)) €©
— [f(x)le = [f(x2)le-

Therefore ind(f~!(®)) < ind(®).

If f(X)NV # @foreach V € Y/O, then ¥ is also surjective: for V € Y/© let x € X be such

that f(x) € V. Then V = [f(x)]o = ¥([x]s-1(e)). It follows that ind(f(®)) = ind(®). O

Proposition 3.10 Let A = (X, X, «, xo, F) be a topological automaton and let U := {F, X \ F}.
Consider a finite subset E C £*. Then 7y A)(E) < (E : U)y. Furthermore, if A is trim, then

Y4 (E) = (E: U)w

Proof Let L := L(A) and V = \/,cp(w 1 (U)). Since V \ {@} constitutes a finite partition
of X into clopen subsets, V \ { @} does not admit any proper subcover. Consequently,
NV) = |V\{D}|. Applying 3.8 and 3.9, we conclude

3.8(2)3.9 3
yL(E) = |Z*/O(E,L)| < |X/Ag|

—~
—

S v\ (o) =NWw) = E: U

Finally, if A is trim, then 3.8 (3) and 3.9 assert |~*/O(E,L)| = |X/Ag| and therefore
YL(E) = (E : U),. O

The particular choice of the cover U = { F, X \ F } seems arbitrary, but this is not the case.
Indeed, if the automaton A = (Q, %, &, xo, F) is minimal, then the entropy (a, X U { € }) of
the automaton equals 77(a, 2 U { € },U). We shall show this fact in 3.14. As a preparation,
we shall first investigate three auxiliary statements.

Lemma 3.11 Let f: IN — IN be monotone. Then

lim sup M = limsup M

n—oo n n—oo n

for every k € IN.

Proof The interesting inequality we have to show is >. For this we assume without loss of

generality that
s = limsup M

n—00 n

< 0.
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Let ¢ > 0. We shall show

log, (f(n +k))

lim sup <s+e.

n—o0

For this we observe that there exists m € IN such that for all # > m we have

£
log(f(m) <n- (s+7).
This implies that

log (f(n+K)) _ (n+8)- (s +¢/2)

n n

=(+3)+(+3) 5

and for sufficiently large n we obtain

e €
< R
<s+ 5 + 5
=s+¢g,
and the claim follows. 0

Lemma 3.12 Let X be a set, let S be a semigroup, and let a: S X X — X be an action of S on X.
Let U be a finite cover of X and let M, N C S be finite. Then

\V st =\ sV ).
se MN sEN teM
In particular, the complexities of those two covers coincide.

Proof Without loss of generality we may assume that {{ is closed under intersection: in fact,
U is refinement-equivalent to the finite cover U/ := {NV | V C U }. Hence, if the desired
statement was true for U/, then this would imply

\V stuy= \/ sty =\ s (V)= sV )
sEMN s€e MN seN teM seN teM
due to the statements (2) and (3) of Remark 3.5.

Henceforth, assume that ¢/ is closed under intersection. We shall show an even stronger

claim, namely
\ sty =\ s\ D). (5)

seMN seN teM
To ease readability, let us denote the left-hand side by £, and the right-hand side by R.

LetY € L. Then

seMN
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for some (Us | s € MN) € [Lsepn s (U). For each s € MN we can choose T, € M, 05 € N
such that s = 1;0;. Then

Y= () s HU)

seMN

= m (TS‘TS)_l(US)

seMN

= ﬂ ‘Tsil(Tsil(uTsUs))

seMN

=1 N e (T {Uw)

ceNteM

=o't (Uw) €R

ceN TeEM

Conversely, let Y € R. Then

Y=o ()t (Us))

geEN TeEM
for some (Uy,r |0 € N,T € M) € [T(sr)cmxn UMXN_ Then

Y= o't ' (Us))

ceNTeEM

= m m <T‘7)71(UU,T)

ceNteM

=N s—1<ﬂ{um |ceN,TEM,s= TU’})

se MN

Define
Us:= {Uyr |0 €N, T € M,s =10},

Then U; € U for each s € MN, as U is closed under intersections. But then
seEMN
as required.

Finally, Equation 5 and Remark 3.5 (1) yield

N(V s7in) =N(V sV ),

seMN sEN teM
as it has been claimed. 0

Lemma 3.13 Let L C X* and let A = (X, %, a, xo, F) be the minimal automaton of L. Consider
S =XU{e}and U .= {F, X\ F}. If V is a finite open cover of X, then there exists some n € N
such that V < \/yen s~ HU).
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Proof For n € IN, let us consider the equivalence relation
Api=Agy = { (x,y) € X x X |Vw € 2" a(w,x) € F <= a(w,y) € F}
(cf. Lemma 3.8). We are going to show that

W= {[x]p, | neN, xe X, IVeV: [x]p, CV}

is an open cover of X. By Lemma 3.8 (1), it follows that WV is a collection of open subsets
of X. Thus, we only need to argue that X = (JW. To this end, let x € X. Since V
is a cover of X, there exists some V € V with x € V. As V is open in X with respect
to the subspace topology inherited from {0,1}*", we find a finite set E C Z* such that
W={yeX|VweE: x(w)=y(w)} CV.Letn € N where E C §". We observe that

[xX]a, ={yeX|VweS": a

( €F < a(y,w) € F}
={yeX|VweSs": af

(

(

(6) =1 < a(y,w)(e) =1}
={yeX|Vwe s xw): <:>y w) =1}
—[yeX|VYwes" x

CwWwcv.

Accordingly, [x]s, € W and hence x € JW. This proves the claim. Now, since X is
compact, there exists a finite subset ¥}y where X = |J W),. Due to finiteness of W), there is
some n € IN such that Wy < X/A,. We conclude that

VIWIIW 2 X/Ay >4 (\/sesn s_l(L{)> {2y = <\/ses" S_l(u)> ’

which completes the proof. O

Theorem 3.14 Let L C X* and let A = (X, %, «, xo, F) be the minimal automaton of L. Consider
S=XU{e}tandUd = {F, X\ F}. Then h(L) = n(a, S, U) = n(a,S).

Proof Define i := { F, X \ F }. Since A is trim, we know that h(L) = #(«, S,U) by Theo-
rem 3.7 and hence (L) < 7(«,S). To show the converse inequality, let V be a finite open
cover of X. We show that #7(«,S,V) < 5(a,S,U). According to 3.13, there exists some
m € N such that V is refined by \/;cgn s~ (U). Then

(Vo 00) £ (Voo Vygn00) = N(V s 00)

by 3.12. Now we obtain

n . « 35(1) n+m . N
17(0(, S, V) = ljmsup M < limsup 1082(5 u)
oo n n—oo n
3_1 llmsup M — 77(06,5,1/[).
n—0o n
Therefore, 17(«, S) < 1(a,S,U) and hence 17(a, S) = n(a, S,U) = h(L) by 3.7. 0
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4 Topological entropy and entropic dimension

Another interesting characterization of the entropy of formal languages is in terms of the
entropic of a suitable precompact pseudo-ultrametric space. For this recall that a pseudo-
metric space (X, d) is called precompact if for each r € (0, c0) there exists some finite set
F C X such that

X = J{Ba(x,r) | x € F}.
If (X, d) is a precompact pseudo-metric space, then define
Yxa)(r) :=inf{ |F| | F C X finite, X = | J{ By(x,7) | x € F} }.
Then the entropic dimension dim (X, d) of the precompact pseudo-metric space (X, d) is de-

fined as [11]

log, (7(x,4)(7))
dim(X,d) := limsup ——————~"-.
() = limeup = (1/1)

To now obtain a precompact pseudo-metric space (X, d) whose entropic dimension is the
same as the topological entropy of a given language L, we shall first start with a general
observation. Let X be a non-empty setand let © = (©, | n € IN) be a descending sequence
of equivalence relations on X. Define dg: X x X — [0, c0) as

do(x,y) =27 MHrENIENEO} (4 € X).

It is easy to see that dg(x, x) = 0 and de(x,y) = de(y, x) is true for all x, y € X. Moreover,
as

{neN|(xz)€0,} C{neN|[(xy) 0,V (yz) ¢On}
={neN|(xy) €0, }U{neN|(yz) £0O,},

we also have dg(x,z) < max{de(x,y),do(y,z) } forall x,y,z € X. Because of this (X, dg)
is a pseudo-ultrametric space.

Proposition 4.1 Let X be a non-empty set and let ® = (®, | n € IN) be a descending sequence
of equivalence relations on X such that each ©,, has finite index in X. Then (X, dg) is precompact
and it is true that

log,|X/©
dim(X,de) = limsup M.

500 n
Proof We first observe that for all x,y € X and n € IN

do(x,y) <27" <= n<inf{m e N | (x,y) € Oy} <= (x,y) € O,.
Therefore, X/0©, = {B4,(x,27") | x € X }. Since X/@, is finite, (X,dg) is precompact

and
V(xdo)(27") = |X/Oyl.
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Consequently,

log, (7(x,d6) (7))
dim(X,dg) = limsu ——
(Xodo) = Hmeup =g, (1/7)

108, (Y (x,d0)(27"))

= limsu
n—>oop n
log,|X/©
~ lim sup 2821 X/©nl
n—00 n
as required. 4

A straightforward application of this lemma is the following theorem.

Corollary 4.2 Let X be an alphabet and let L C X*. Then with © := (@(Z",L) | n € N) it is
true that
dim(Z*,de) = h(L).

In the case that the language L is represented by a topological automaton we obtain the
following result.

Theorem 4.3 Let A = (X, X%, a, xo, F) be a topological automaton. Let A = (A, | n € IN) where
Api=As = {(x,y) € Xx X |Vw e ZW: a(w,x) € F <= a(w,y) € F}

whenever n € IN (cf. 3.8). Then h(L(A)) < dim(X,dp). Furthermore, if A is trim, then
h(L(A)) = dim(X,dy).

Proof Let L := L(A) and n € IN. We observe that v (2(") = |Z*/©(Z, L)| < X/A, by
3.8 (2). Moreover, if A is trim, then ’yL(Z(”)) = X/, dueto 3.8 (3). Hence, 4.1 yields the
desired statements. U

The pseudo-metric considered in the theorem above does not necessarily generate the
topology of the respective automaton. In fact, this happens to be true if and only if the au-
tomaton is minimal, i.e., isomorphic to the minimal automaton of the accepted language.
Furthermore, this case can be characterized in terms of a separation property: a topological
automaton is minimal if and only if the induced pseudo-metric is a metric.

Proposition 4.4 Let A = (X, X, , xo, F) be a topological automaton and L = L(.A). Then the
topology generated by dx is contained in the topology of X. Furthermore, the following statements
are equivalent:

(1) A= A(L).
(2) dp is a metric.
(3) dp generates the topology of X.
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Proof By 3.8 (1), the subset By, (x,¢) = [X]A—ﬂog2e"| isopenin X forall x € X and ¢ € (0, c0).
Hence, the topology generated by d, is contained in the original topology of X. Now let
us prove the claimed equivalences:

(2)==(3): Suppose that d, is a metric. Then the topology generated by d, is a Hausdorff
topology. Since this topology is contained in the compact topology of X, both topologies
coincide due to a basic result from set-theoretic topology (see [9, §9.4, Corollary 3]).

(3)==(1): Assume that d, generates the topology of X. This clearly implies d5 to be a
metric. Consider the unique surjective continuous homomorphism ¢: A — A(L). We are
going to show that ¢ is injective. To this end, let x,y € X such that ¢(x) = ¢(y). We argue
that dp(x,y) = 0. Letn € IN. For every w € (") we observe that

a(x,w) € F <= ¢(a(x,w)) € T, <= (¢p(x),w) € Ty
— d(op(y),w) € Ty <= ¢(a(y,w)) € T, <= a(y,w) € F.
Thus, (x,y) € A,. It follows that (x,y) € N,en An and hence d (x,y) = 0. Since dj is
a metric, we conclude that x = y. Accordingly, ¢ is a bijective continuous map between

compact Hausdorff spaces and therefore a homeomorphism. This again is due to an ele-
mentary result from set-theoretic topology (see [9, §9.4, Corollary 2]).

(1)==(2): Suppose ¢: A — A(L) to be the necessarily unique isomorphism. Concerning
any two points x, y € X, we observe that
(x,y) € Ap(A) <= Yw e Z™: a(x,w) € F < a(y,w) € F
— Ywe 2M: p(a(x,w)) € T & ¢la(y,w)) € Ty
— Ywe 2M: §(p(x),w) e TL = d(¢(y),w) € Ty
= (9(x), 0(y)) € Au(A(L))

for every n € IN. Hence, dy4)(x,y) = dacaw)(9(x), ¢(y)) for all x,y € X. Accord-

ingly, it suffices to show that d( (1)) is a metric. To this end, let f, g € x1(X*) such that
dacawy)(f,8) = 0. We argue that f = g. Let w € L*. Then there exists n € IN where

w € =, Since daawy)(f,g) =0, we conclude that (f,g) € Ay(A(L)) and thus
) =1 = (f,w)(e) =1 < 6(f,w) € Ty
— d(gw)eT <= d(gw)(e) =1 < g(w) =1.

Therefore, f(w) = g(w). It follows that f = g. This shows that d(4(1)) is a metric and
hence completes the proof. 4
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